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The recent network-hype 
in physics
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Structure of this quick’n dirty short talk

• Graphs in statistical mechanics models

• definitions of 3 graph measures that were 
our first important observables

• The „old“ graph model of Erdös-Renyi

• 1998 paradigm shift with random networks
new empirical findings 
new random graph models
new community of physicists entering networks
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Special cases of graphs: Trees, Lattices
are regular graphs (and around for a long time!) 

Lattice Z2  - some processes:

• Ising (model magnet with spins)

• gauge field theory 
(elementary particle theory simulations)

• Self organized criticality (SOC) 

• ...

Caley-Tree with coordination
number (degree) z=3
... branching process ...
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Percolation – geometric critical transition
here: „continuum percolation“ (no lattice, but free coordinates)

www.AndreasKrueger.de/thesis
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graph measures 1: 
diameter, paths

• pathlength (geodesic path)
– Shortest connection between 2 nodes
– Example pathlength(1,8) = 4

• global graph-properties
– Diameter = longest geodesic path (here 4)
– characteristic pathlength = Average of all paths (i,j)
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graph measures 2:
Cluster-Coefficient, Triangle Number

#Ti = Number of Triangles around 
vertex i

Ci: Estimator for local density of  
connections, “how many of my
friends are friends to each other?”∑=
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graph measure 3: degree of a node

kx = deg(x) = |N1(x)| = how many N1-Neighbours has x

P(k) = Degree-Distribution= number of nodes with deg=k
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Hubs and Authorities

• Hub ~ high degree
– e.g. plane traffic: Chicago, Frankfurt Main
– E.g. mathematics: Erdös

• Authority ~ linked by a Hub
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THE random graph model:
Erdös Renyi RandomGraph (~1960)

•G(N,p) random graph

•N vertices # possible edges:

•Independent Probability p for each 
edge (Bernoulli-process)

2
 1)-N(N   Mmax =

[0,1] p∈
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Degree Distribution with ER G(N,p) is ~ Poisson

Average is good estimator for 
the whole distribution (bell shaped)

The degree has a binomial 
distribution. For N>>1 it 
becomes Poissonian:
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paradigm shift 1998/99
static random grown networks

Starting Papers
• Watts, D. J. and Strogatz S. H., 

Collective dynamics of small-world networks,
1998.06.04 Nature, 393, 440.

• Barabasi, A.-L. and Albert, R., 
Emergence of scaling in random networks, 
1999, Science 286, 509–512 .

• Albert, R., Jeong, H. and Barabasi, A.-L., 
The diameter of the world-wide web, 
1999, Nature (London) 401, 130-131; cond-mat/9907038.

• Barabasi, A.-L., Albert, R., and Jeong, H., 
Mean-field theory for scale-free random networks, 
1999, Physica A 272, 173–187.

• Barabasi, A.-L., 
Linked: The New Science of Networks, 
Perseus, Cambridge, MA (2002).
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Property 1: small world
1998: Watts-Strogatz 
random rewiring

1967: Milgram 
“6 degrees of separation” L ~ log N
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Property 2: high clustering

In both cases M=13 and N=8, but in the right picture many more 
friends are themselves direct friends to each other

! “Empirical Networks” have a significantly higher clustering-
coefficient than ErdosRenyi-RandomGraphs !
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Bipartite Graphs

Up to now we have only 
seen so called 1-mode graphs, 
i.e. there is one type of vertices

Now imagine for example 
4 films (black) and 
11 playing Actors (white).

From the 2-mode graph 
we can generate a 
1-mode graph by 
projection 
(under information loss)

1-mode projection
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Property 3: scale free
MEASURED networks:

for k large:
degree distribution is
not Poissonian (with
exponential tail)

but "fat tail" 
falling power-law

5.2~
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An average <k> doesn‘t 
really make sense here
= no built-in scale

„scale-free“
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property 3: scale free
• Now an incredible run on real life 

data started... 

• Almost identical scale-free
distributions were measured in totally
different objects, here e.g.

a) Internet Router

b) Actor-Movie-network

c) coauthors high energy physics

d) coauthors neuro sciences

• ! The measurements(!) almost 
perfectly lie on a straight line!

• ! And the power-law exponents differ
only a little!
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Property 3: scale free –
Some objects that seem to have a scale-free degree 

• WWW
• Internet-Routing
• Protein-Protein-docking
• citations
• collaborations

– publications
– Movie-Actor-Network

• Human Sexuality Networks
• Telefone calls
• brains

– Caenorhabditis elegans
– Humans

• computer code
• The Word Web of language
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Property 3: scale free

Have a look at the 
2nd column from the right
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First Model
Albert Barabasi: Preferential-Attachment

1. Growth ! Not in static systems...
• Per time step 1 new node 

and m new edges
2. Preferential Attachment

• y~x: new node y, an old node x, but which one?
• Probability to choose x linearly proportional to current degree of x: 

P( deg(x)=ki )   =   ki /  sum(ki);

„the rich get richer “

YES     scale-free, exponent gamma=3
YES     small world property
NO high clustering
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• assortative (homophily) vs. dissassortative 
degree-degree correlations 
(human vs. technology/nature)

• community clustering algorithms (dozens of);
modularity measure for ideal partitioning

• failure vs. attack:
giant component / percolative situation 
(~any node can reach ~any node) 
destroyed difficult vs. easily

Some more topics: Topology analysis
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• Ising model, percolation
• Synchronisation, Voter models
• Epidemiology:

How do infections spread on networks?
– Already in the first Watts/Strogatz 1998 paper:

infection time until all infected 
~ mean path length L ~ log(N) in small worlds !

– Infection threshold Ac :
• on ER random graph (or lattice) there is a positive critical 

infection rate Ac>0  below which the epidemy dies out 
and above which the population dies out

• BUT on scale-free graphs with gamma > 3
epidemies are possible which don‘t die out with Ac~0 !

Some more topics: 
Processes on networks
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This can only be a very short glance
• In a way, the whole subject was been born out of the Internet, 

which is not a small but at least a medium sized system 
(e.g. ~ 1010 webpages) and can be measured much easier 
than nature or society

• Our explanatory approach usually goes for the 
„thermodynamical limit“ of N infinity; 
very different from the sociological viewpoint

• Within 6 years, some 3000(?) papers have been published 
about networks in the physics community

pre-prints on www.arxiv.org cond-mat
• Many scientists leave their (neighbouring) field and do 

research on networks now
• It resembles a little bit the hype of the 80ies 

„Fractals/Nonlinearity/Chaos„ – everything was a fractal 
back then, now everything is networks
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Many thanks 
for your attention!

networks@AndreasKrueger.de
www.AndreasKrueger.de/networks

Suggestions for reading:

Linked: The New Science of Networks, 
Barabasi, A.-L.; Perseus Cambridge MA (2002). 
Written very fluffily & easy to read, “Prosa”

Statistical Mechanics of Complex Networks
Reka Albert and Albert-Laszlo Barabasi, 2001
arXiv:cond-mat/0106096 ( www.arxiv.org )
54 pages review-article; not new, but a very good introduction


